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1 Introduction 

As the primary method for establishing language kinship, the comparative method has unveiled evidence 

of many languages that are not preserved in the physical record, such as proto-Indo-European and proto-

Austronesian. However, it has not all been plain sailing in historical linguistics. Some proposals boasting a 

sizeable following in the past are now met with hesitation if not derision. Perhaps the most famous such 

example is that of proto-Altaic (Ramstedt, 1957; Poppe, 1960), which subsumes proto-Uralic, proto-Turkic, 

proto-Mongolic, proto-Tungusic, as well as Korean, and later Japonic (Starostin et al., 2003; Robeets, 2005), 

with some even observing Mayan ‘cognates’ (Wikander, 1967). The proposal was met with scathing criticism 

(Doerfer, 1963; Vovin, 2005; Vovin, 2009), and scholarly opinion appeared to be split during the second half 

of the 20th century (Georg et al., 1999). In the 21st century, it appears to be that while “negative criticism has 

been very influential, leading almost to a consensus that no Altaic language family exists, supporters of the 

Ramstedt-Poppe theory have by no means disappeared” (Norman, 2009).  

Yet the Altaic hypothesis is not the most ambitious project in historical reconstruction. The Nostratic 

family (Illic-Svityc, 1963), originally proposed by Pedersen (1903), contains Altaic as a subbranch, along 

with Indo-European, Dravidian, Kartvelian, and Afro-Asiatic. Although most linguists tend to dismiss the 

idea altogether (Campbell, 1998; Ringe, 1998), publications arguing or assuming its validity have not 

subsided (Bomhard, 2008; Shields, 2011; Dolgopolsky, 2012). Hypotheses garnering even less support can 

also be found, from the most grandiose, such as proto-World or proto-Human (Ruhlen, 1994), to the relatively 

peripheral, such as Alarodian (Diakonoff & Starostin, 1986). 

On the other end of the spectrum, not all ‘mainstream’ reconstructions are uncontroversial. For example, 

the membership of the Omotic in Afroasiatic has been called into question (Theil, 2012), while a comparison 

of two different Afroasiatic reconstructions revealed only 6% overlap (Ratcliffe, 2003). Likewise, the 

features shared between members of the Pama-Nyungan language family in Australia have been attributed 

to diffusion rather than genetic relatedness by some (Dixon & Aikhenvald, 2006). 

Finally, for some language families, opinions are split more or less evenly. The Dene-Yeniseian 

hypothesis (Vajda, 2011; Vajda, 2016), linking the Yeniseian languages of the Old World with the Dene 

languages of the New World, appears to be one of these. The hypothesis is endorsed by some linguists 

(Kiparsky, 2014) while contested by others (Campbell, 2011; Starostin, 2012), while others still (Dunn, 

2012), including the project’s author (Vajda, 2011), recognize that more work is to be done before a 

conclusion can be reached. Other recent proposals, such as Totozoquean (Brown et al., 2011), which links 

the Totonocan and Mixe-Zoquean language families of Mexico and later Chitimacha (Brown et al., 2014), a 

language isolate in the US, have also not been evaluated to conclusion by the community. 

The uncertainty regarding the validity of even the most rudimentary linguistic reconstructions stems 

from the fact that historical linguistics, while in possession of a universally accepted and rigorous 

methodology in the comparative method, lacks a universally accepted metric for evaluating its applications. 
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Although some probability-based arguments in historical linguistics have been made in the past (see Ringe, 

1999 for a critique of mass comparison; Nichols & Peterson, 1996 for a critical analysis of the Amerind 

hypothesis), they do not engage with comparative reconstruction directly and vary widely in methods, scope, 

focus and generalizability. Current quantitative methods do not make provisions for sound change. Instead, 

these are usually heuristics for computing language similarity, and not evaluations of language kinship. There 

are two common quantitative alternatives to comparative reconstruction, lexicostatistics and multilateral 

comparison, which were both developed in the mid 20th century and inspired most subsequent approaches.  

Lexicostatistics (Swadesh, 1955) is a method of comparative analysis in historical linguistics where the 

proportion of shared cognates is used as a stand-in for genetic proximity. The additional assumption that 

genetic proximity, as calculated by the lexicostatistic method, is correlated with the time-depth of the proto-

language split is known as glottochronology. In practice, the two notions are closely intertwined, and early 

works on the topic (Swadesh, 1952; Swadesh 1955) suggest that the primary purpose of lexicostatistics was 

not to replace comparative reconstruction but instead to equip it with a tool for estimating time depth. In fact, 

in its original instantiation lexicostatistics presupposes the existence of a comparative reconstruction, as this 

is the implied tool for detecting cognacy (Swadesh, 1955:122).  

Since its inception, lexicostatistic-like methods have been used not only to date language divergence 

(Rexova et al., 2002; Gray & Atkinson, 2003; Chang et al., 2015), but also to argue for the legitimacy of 

language families and for internal subgroupings (Miller, 1984; Sicoli & Holton, 2014). Cognacy is often 

taken directly from existing comparative reconstructions (Bowern & Atkinson, 2012; Chang et al., 2015; 

Greenhill et al., 2017) or determined heuristically through string similarity (Zhang & Gong, 2016). Most 

commonly, wordlists of 100-200 core vocabulary words are used, a sample which has been shown to 

sufficiently reflect a language’s phonological patterns (Zhang & Gong, 2016). Technically, lexicostatistics is 

a misnomer, as the method does not require lexical comparison. To perform lexicostatistics, one simply needs 

to tally the presence or absence of elements across two or more languages. Core vocabulary does easily lend 

itself to this methodology, but so do typological features (Sicoli & Holton, 2014), or even recurrent sound 

correspondences (Hruschka et al., 2015). Nevertheless, core vocabulary is particularly useful for this task as 

it has been shown to exhibit a slower rate of replacement than abstract phonological or syntactic features 

(Greenhill et al., 2017).    

Multilateral comparison, also known as mass comparison (Greenberg, 1987), is the other main method 

of comparative analysis in historical linguistics. In this method, the similarity of each putative cognate pair, 

or cognate set for comparisons of more than two languages, is calculated based on a phonological distance 

metric. The overall similarity score between word pairs in two wordlists is then used as a stand-in for genetic 

proximity. Greenberg himself stressed that the purpose of the methodology was not to replace the 

comparative method but to determine which languages to apply it to.  

Strictly speaking, multilateral comparison need not be quantitative, and it is possible to simply assess 

cross language phonological similarity ‘intuitively’ (Greenberg, 1987; Ruhlen, 1994). In fact, many of the 

quantitative metrics in multilateral comparison have been first proposed by its critics (Nichols & Peterson, 

1992; Baxter, 1995; Ringe, 1999: Kessler & Lehtonen, 2006) in an effort to impart onto it some mathematical 

rigour. At the heart of multilateral comparison lies the particular phonological similarity metric employed. 

There is no consensus on what constitutes the best method for phonological string comparison, with some 

suggesting multivalued articulatory phonetic features (Kondrak, 2003) and others employing basic edit 

distance (Holman et al., 2011).  

Despite the existence of alternatives, most researchers agree that the comparative method constitutes the 

gold standard when it comes to historical linguistic methodologies (McMahon & McMahon, 2003; Bostoen, 

2007; Downey et al., 2008; Kiparsky, 2015). Yet a manually assembled comparative reconstruction is not 

always tractable, and computational substitutes must occasionally be employed instead, as in the case of the 

Niger-Congo languages, for example (Rexova et al., 2006). However, in cases when traditional and 

computational methods are applied in parallel, it is not clear how to interpret the results. For example, a 

Bayesian tree analysis of typological features in Dene-Yeniseian languages shows that typological diversity 

is greater within the Dene languages than between the Yeniseian languages and certain branches of the Dene 

languages, which the authors interpret as evidence for migration out of Beringia into Asia and not from Asia 

into North America (Sicoli & Holton, 2014). The original Dene-Yeniseian proposal (Vajda, 2011), supported 
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by the comparative method and genetic studies (Rubicz et al., 2002), came to the opposite conclusion, and 

the idea of a migration into Asia has since been rejected by its author (Vajda, 2016). There currently exists 

no way to reconcile the two methodologies and, therefore, their respective conclusions. 

This paper will attempt to fill this gap in the literature by presenting a method for evaluating the 

comparative reconstruction, rather than estimating between-language similarity. The comparative 

reconstruction itself, as an exhaustive series of changes, acts as the input to the model; the output is the 

probability that a randomly chosen wordlist would merit the same number and type of changes. In addition 

to bridging the gap between traditional and quantitative methodologies, the probabilistic model presented 

here yields several findings about comparative reconstruction more generally. One of these corollary 

findings, namely the effect of segment inventory size and phonotactics on the evaluation of a reconstruction, 

is presented here.  

2  Methodology 

To evaluate a comparative reconstruction from a mother language (proto-language) to some daughter 

language (attested language), we will estimate the probability that a random daughter language merits a 

reconstruction of the same size as the daughter or smaller. For our purposes, a language is simply an ordered 

list of phonological forms as in (1), where order corresponds to the semantic exponent. The particular order 

of words does not matter, so long as it is kept consistent between languages that share an analysis. 

 

(1)   

 (Gloss) Latin Romanian 

 goat kapra kaprə 

 will of the gods numen -- 

 spring veːra primavarə 

 summer ae̯stas varə 

 

We define a reconstruction as an exhaustive series of transformations from the mother wordlist to some 

daughter wordlist. The reconstruction is assumed to be exhaustive, in that, with the mother wordlist as input 

to the transformations, the daughter wordlist must be the output. The comparative reconstruction literature is 

mostly concerned with regular sound change, and regular sound changes are certainly a part of the 

reconstruction as defined here. However, any well-defined transformation can also be part of the 

reconstruction. For example, in addition to sound changes, a reconstruction from Latin to Romanian in (1) 

would usually require semantic change (SPRING → SUMMER) and lexeme loss (WILL OF THE GODS). 

Other possible transformations include morphological change, analogical change, and calques. 

 Contrary to most other quantitative approaches to historical linguistics, this framework compares 

mother and daughter, not sister, wordlists. The analysis of sister wordlists derived from the same mother, i.e. 

a language family, requires independent applications of the framework, one for each mother-daughter pair. 

For our purposes, the existence of the proto-language, in the exact shape necessitated by the reconstruction, 

is assumed, and it is the link to each daughter language that is quantified. This is, in fact, the tacit standard 

in historical linguistics. A comparative reconstruction does not demonstrate that a proto-language existed; it 

shows how, if it had existed, one would derive living languages from it (Nichols, 1995).  

The null hypothesis of a reconstruction is that the similarities between the mother and daughter are 

spurious and attributable to chance. This hypothesis assumes an understanding of what could have been 

produced by chance. It is somewhat common practice in computational historical linguistics to estimate the 

extent of random possibilities in a wordlist by simply permuting the words in that list in what is known as a 

Monte-Carlo simulation (Baxter, 1995; Kessler & Lehtonen, 2006; Croft, 2008; Kessler, 2008; Kessler, 2015; 

Hruschka et al., 2015; Zhang & Gong, 2016). Such an approach is reasonable because, by definition, each 

phonological word in a wordlist is permissible in that language, and, through Saussarian arbitrariness (1916), 

phonology and semantics cooccur freely. Therefore, shuffling a wordlist is a reasonable approach to simulate 

phonologically constrained randomness. However, such an approach severely underestimates the degree of 

variation possible in language as it takes every accidental gap to be a systematic gap. 
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Thus, a different approach to wordlist randomness will be pursued here. We define a set of 

synchronically equivalent wordlists to the daughter. A synchronically equivalent wordlist is one that shares 

the same phonological and phonotactic properties, or, put differently, one that comprises a subset of the 

possible words in that language. Naturally, all permutations of a wordlist are synchronically equivalent to 

each other, as are many other wordlists. In general, a synchronically equivalent wordlist shares the segmental 

inventory of the daughter, as well as any phonotactic and phonological restrictions; these include restrictions 

on segment cooccurrence, harmony, neutralization, prosodic phenomena, restrictions on word length, etc. It 

is the null hypothesis that the daughter wordlist was drawn at random from this set; in other words, it is the 

null hypothesis that the phonological attributes of the daughter are predetermined, but the shape and order of 

lexical items are random. 

Calculating the size of the synchronically equivalent wordlist set requires a detailed understanding of 

the phonology of the daughter language, as well as some mathematical subtlety. In almost all cases, the final 

number is extremely large, often on the order of 10500. Such calculations will not be performed in this paper; 

instead, more general arguments about the relationship between certain phonological properties and their 

effect on reconstruction likelihood will be presented.     

The alternative hypothesis of a reconstruction is that the similarities between the mother and daughter 

are unlikely to have developed through chance alone. In reference to a comparative reconstruction, this 

alternative hypothesis implies the existence of a distance metric between the mother and daughter. The 

distance metric employed should reflect the number and type of changes that must have occurred to yield the 

daughter wordlist from the mother wordlist, rather than a typological or phonological similarity measure. 

Thus, the alternative hypothesis states that the distance between the mother and daughter, i.e. the number of 

changes required to transform the former into the latter, is lower than what would be expected through chance 

alone.  

We define a set of diachronically equivalent wordlists to the daughter in reference to a given 

reconstruction. A diachronically equivalent wordlist is one that could have been derived from the mother 

wordlist by the same number and type of transformations as the daughter wordlist. If the reconstruction in 

question is efficient, i.e. devoid of superfluous transformations, the set of diachronically equivalent wordlists 

is the smallest possible such set which also includes the daughter wordlist. Unlike synchronically equivalent 

wordlists, a wordlist can only be diachronically equivalent in reference to a reconstruction, since it is the 

distance from the mother to the daughter that defines membership to the set. 

The greater the number of transformations required by a reconstruction, the larger the set of 

diachronically equivalent wordlists. As the set of diachronically equivalent wordlists grows, the 

reconstruction proposed becomes less and less convincing, because a reconstruction of the same magnitude 

is compatible with more and more wordlists. At a certain point, the proposed reconstruction does not bode 

much better than chance, as the set of diachronically equivalent wordlists contains, along with the daughter, 

almost any other relevant wordlists. 

To evaluate the null hypothesis that any similarities between the mother and daughter wordlists are 

attributable to chance, one needs to evaluate the likelihood that a randomly generated wordlist is as or more 

diachronically proximate to the mother wordlist than the daughter. This is the same as the probability that a 

wordlist synchronically equivalent to the daughter is diachronically equivalent to the daughter given the 

reconstruction, or, assuming a uniform probability distribution, the proportion of diachronically equivalent 

wordlists in the set of synchronically equivalent wordlists. For example, if that proportion were .5, i.e. if half 

of synchronically equivalent wordlists are also diachronically equivalent, a wordlist that shares the 

phonological properties of the daughter merits a reconstruction of equal or lesser magnitude 50% of the time.  

This intuition is captured more rigorously in (2). Let S be the set of wordlists synchronically equivalent 

to the daughter, and D the set of wordlists diachronically equivalent to the daughter given the proposed 

reconstruction. Through the formula for conditional probability, the likelihood that a member of S is also a 

member of D is equal to the cardinality of the intersection of the two sets divided by the cardinality of S.  
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(2)  

 
𝑃(𝐷|𝑆) =

|𝐷 ∩ 𝑆|

|𝑆|
 

 

One may also conceptualize the formula in (2) more abstractly. Imagine a high-dimensional space of 

wordlists, where the position of each wordlist is determined by the values (segments) in each word. Distance 

between similar wordlists is shorter, and distance between dissimilar wordlists longer. A reconstruction starts 

with the point corresponding to the mother wordlist. Each transformation in the reconstruction alters the 

mother lexicon in some way, translating the starting point to some new point in the space. Alternative 

transformations of the same type may alter the wordlist to the same extent but in a different way, which can 

be thought of as a translation of the same distance but in a different direction. In this space, a reconstruction 

is a (not necessarily straight) path from the mother to the daughter. The set of diachronically equivalent 

wordlists is a high-dimensional sphere with the mother wordlist at its centre. With each new transformation 

the sphere grows to include the newest intermediate wordlist. The reconstruction stops when the latest layer 

of the sphere contains the daughter wordlist. At that point, the sphere corresponds to the entire set D, and the 

portion of the sphere containing synchronically equivalent wordlists corresponds to |D∩S|. This abstraction 

is loosely approximated in Figure 1.  

Notice that the formula in (2) contains no information that is exclusive to linguistics. Put simply, the 

formula estimates the likelihood that a state generated randomly in accordance with some restrictions can be 

derived through an equal or lesser number of transformations from some state as some other state. The same 

approach can be used to estimate how likely it is that two chess positions occurred in the same game, or that 

one image was derived from another through photo-editing (Munteanu, in prep.). However, for most other 

fields, detecting and listing the number of transformations between prior states and later states is not a 

common endeavor. Contrariwise, one of the chief objectives of historical linguistics is to identify and 

document all sound changes that have occurred in the past, making comparative reconstruction ideal for the 

application of this methodology. 

 

FIGURE  1: A two-dimensional abstract representation of (2). The reconstruction is marked as a path of 

transformations from the mother wordlist to the daughter wordlist. Each transformation introduces an 

additional layer of diachronically equivalent wordlists, until the newest layer envelops the daughter 

wordlist. |S| corresponds to the rhombus on the left. |D| corresponds to the circle on the right. The 

intersection of the two sets is the ‘slice’ of the rhombus that is contained within the circle.  
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Although P(D|S) in (2) is not that same thing as a p value in statistics, the two are developed with the 

same purpose in mind. Both are the sum of the likelihood of the observed result (the daughter wordlist) and 

any result that is equally surprising or less surprising. Thus, just like a traditional p value, P(D|S) should be 

thought of as an estimate as to how surprising an observation is rather than the probability of finding a 

particular wordlist or type of wordlist. This property of the P(D|S) measure makes it suitable for hypothesis 

testing. 

3 Results 

3.1    Estimating |S|    Assume that the set of possible words in a language is finite though extremely large. 

This assumption follows from the fact that both the number of possible segments and their arrangements in 

a language are finite. 

Although all words in a wordlist are selected from the same set of possible words, I will assume that 

they are otherwise phonologically independent. In other words, two words in a wordlist share the same 

phonological inventory and the same phonological restrictions, but the phonological shape of one word 

cannot be otherwise predicted from the phonological shape of another. Between-word phonological 

independence is conducive to a simple mathematical model, and this is the main reason for the assumption. 

Linguistically, at least two arguments about between-word dependence can be made.  

Firstly, there is some evidence of between-word homophony avoidance in diachronic linguistics 

(Ogura & Wang, 2018; Silverman, 2009). Both computational modelling (Blevins & Wedel, 2009; Winter & 

Wedel, 2016) and language learning experiments (Yin & White, 2018) confirm that errors in language 

transmission tend to result in greater contrast between different word pairs. Homophony with a taboo word 

is particularly illicit, as has been recorded for many languages (Burridge & Benczes, 2018). This means that 

the exact same phonological string may be prohibited from appearing in multiple positions in the wordlist, 

and that this effect is stronger in certain position in the wordlist. Therefore, word shape within the wordlist 

may not be strictly independent. 

Secondly, consider the Japanese words 電気 [denki] ‘electricity’, 病気 [bjouki] ‘sick’, and 天気 
[tenki] ‘weather’. All of these words, and many more in the language, contain the phonological string [ki]. 

This incidence is not a result of phonological restrictions on word shape but is instead caused by morphology. 

The root 気 [ki] ‘energy’ appears in many Sino-Japanese compounds and can also stand on its own. Because 

the morpheme is so frequent, one may find that the phonological diversity of Japanese is lower than expected. 

In most wordlists of Japanese, the string [ki] is overrepresented, and, by comparison, the strings [ko] or [ke], 

underrepresented. In a particularly limited sample, the dearth of data may mimic a phonological restriction 

against [ko] or [ke] sequences. This sort of pattern is not exclusive to Japanese, as all languages exhibit 

morphology, and each language is expected to have one or more overrepresented morphemes. Thus, a sample 

wordlist from a natural language will exhibit similar strings more often than a wordlist generated by the 

simple concatenation of phones. Once again, this means that words in a wordlist are technically not 

independent. 

It is likely the case that both homophony avoidance and morphology limit the phonological diversity 

of a language and, therefore, decrease the size of S. However, these arguments are rather subtle and difficult 

to implement mathematically. It is also up to discussion whether these are emergent trends in the lexicon or 

active psychological restrictions and whether their effect needs to be manifested in |S|. I make the choice of 

not including homophony avoidance or morphological frequency in the calculation and upholding the 

assumption that the shape of every word is independent. This is not a requirement of the framework and 

future implementations may seek a way to restrict S beyond what is given here.  

Thus, under the assumptions that word shape is finite and independent, the way to calculate |S| is 

given in (2), where c is word complexity, i.e. the number of possible words in the language, and t is total 

wordlist length. To form a member of S, for each position in the wordlist, select a word from the set of 

possible words in the daughter language.  

 

(2)  

 |𝑆| = 𝑐𝑡 
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3.2    Phonological Factors    Combining the formulae in (2) and (3) reveals that the likelihood that a 

reconstruction from a mother wordlist to a daughter wordlist can be substantiated by chance is correlated 

with the number of possible words in the daughter language. Languages with fewer possible words are more 

likely to be substantiated by chance than languages with more possible words. The rate of growth of P(D|S) 

is polynomial given a linear increase in word complexity c.  

From the point of view of phonology, there are several factors which affect the number of possible 

words in a language: segmental inventory size, word length, and phonotactic restrictions. All three of these 

play a role in determining how likely it is that a reconstruction to a given daughter wordlist is spurious. 

 
3.2.1    Word Length    Most languages do not appear to have a set word length; however, word length is 

constrained in practice, as no language has words of infinite length, and word frequency is inversely 

correlated with length (Zipf, 1935) and decaying exponentially as a function of it (Sigurd et al., 2004). 

 There is some suggestion that mean word-length is negatively correlated with segmental inventory 

size and phonotactic complexity, rendering word complexity relatively stable cross-linguistically (Nettle, 

1995; Moran & Blasi, 2014; Pimentel et al., 2020), as well as a similar negative correlation between 

complexity and speech rate (Pellegrino et al., 2011). More broadly, the idea that a decrease in complexity in 

one linguistic domain must be coupled with an increase in complexity in another is known as the 

compensation hypothesis (Martinet, 1955). Even though there exists evidence in favor of compensation, word 

length still varies between languages with similar phonotactic complexity. Furthermore, there is no reason to 

believe that wordlists, such as those employed in comparative reconstruction, adequately capture all sources 

of linguistic complexity, such as syntax, pragmatics, etc. As such, it makes sense to ask how variation in 

word complexity in general and mean word-length in particular affect the P(D|S) measure. 

 Assume two wordlists of the same length, segmental inventory, and phonotactic restrictions, from 

two languages, 𝐿1 and 𝐿2, both derived from the same mother wordlist through the same number and type of 

transformations (sound changes, semantic changes, borrowings, etc.). Note that the exact transformations 

must be different to yield two different results, but the differences may be ad hoc and not indicative of a 

greater diachronic distance for either of the two daughter wordlists. The only difference between the two 

languages is word-length. 

 We can calculate the ratio of P(D|S) between 𝐿1 and 𝐿2 as in (4). Let us call this ratio 𝑅𝑤, for word-

length. The symbol x shall refer to the number of possible segments in a given position and 𝑤1 for word-

length in 𝐿1 and 𝑤2 in 𝐿2. Word complexity c is equal to 𝑥𝑤. This, along with (2), implies the statement in 

(4). 

 

(4)  

 
𝑅𝑤 =

𝑥𝑤1𝑡

𝑥𝑤2𝑡
= 𝑥𝑤1−𝑤2  

 

Thus, P(D|S) increases exponentially with a linear increase to word-length. For example, if words in 𝐿2 are 

on average twice as long as word 𝐿1 (say, 10 phonemes vs 5 phonemes or 4 syllables vs 2 syllables) then the 

P(D|S) of 𝐿2 can be calculated by dividing the P(D|S) of 𝐿1 by 𝑥𝑤1 . Incidentally, the effect on P(D|S) from 

increases to word-length is identical as the one from to equivalent increases to wordlist length. Stated more 

intuitively, this means that doubling each word is the same as doubling the number of words, or that 100 

words four syllables in length contain the same amount of complexity as 200 words two syllables in length. 

  

3.2.2    Segmental Inventory Size    The number of segments in a language varies greatly, from 11 in Pirahã 

and Rotokas to 141 in !Xu (Maddieson, 1984). As with word-length, there is some evidence that languages 

make up for a smaller inventory size with complexity in other domains (Nettle, 1995; Moran & Blasi, 2014). 

However, the correlation is rather weak (Pimentel et al., 2020). As such, it makes sense to ask how variation 

in segmental inventory size affects the P(D|S) measure. 
Assume two wordlists of the same length, phonotactic restrictions, and word-length from two 

languages, 𝐿1 and 𝐿2, both derived from the same mother wordlist through the same number and type of 

transformations (sound changes, semantic changes, borrowings, etc.). The only difference between the two 
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languages is segmental inventory size. Note that it is not the case that every segment can occur in every 

position within a word, due to phonotactic restrictions. However, we will assume that an increase in 

segmental inventory size corresponds to an increase in the number of possible segments in a given 

phonological position, even if the correlation between the two is not one-to-one. 

 We can calculate the ratio of P(D|S) between 𝐿1  and 𝐿2  as in (5). Let us call this ratio 𝑅𝑥 . The 

symbol x shall refer to the number of possible segments in a given position,  𝑥1 for 𝐿1 and 𝑥2 for 𝐿2. Word-

length is represented by w. Word complexity c is equal to 𝑥𝑤. This, along with (2), implies the statement in 

(5). 

 

(5)  

 
𝑅𝑥 =

𝑥1
𝑤𝑡

𝑥2
𝑤𝑡

 

 

Thus, P(D|S) increases polynomially with a linear increase to the average number of possible segments in a 

phonological position, which is strongly correlated with segmental inventory size. The effect of segmental 

inventory size on P(D|S) increases as the mean word-length in the language increases and as total word list 

length increases.   

 

3.2.1    Phonotactics    In this context, phonotactics refers to any cooccurrence restriction between segments, 

as all such restrictions serve to reduce the number of possible words c, and, as per (2), increase P(D|S). 

Restrictions on syllable size, onsets and codas, vowel-consonant interactions, neutralization, harmony, 

prosody, all restrict word shape in a language beyond what is implied by word-length and segmental 

inventory alone. The exact effect of phonotactics on the likelihood that a reconstruction is spurious is difficult 

to estimate, as it depends on the nature of the restriction, but also on word-length and segmental inventory 

size. 

 For example, imagine a vowel harmony system where a value for a feature ([+back], [+round], etc.) 

in the first vowel determines the value for the feature in all subsequent vowels, such as the case of Turkish 

(Kabak, 2011). Such a restriction effectively reduces the vowel inventory of the language by a factor of 2, 

but only for the second vowel onwards; the first vowel remains unrestricted. Thus, the number of possible 

words depends on the number of vowels but also on word-length. 

 The only conclusion that can be drawn with certainty is that additional restrictions can only decrease 

the set of synchronically equivalent wordlists and, therefore, increase P(D|S). Increasing the number of 

synchronically equivalent wordlists by introducing phonotactic restrictions is impossible. Nevertheless, it is 

very likely that the effect of phonotactics on P(D|S) is substantially smaller than that of word-length or 

segmental inventory size. This is because the exponential nature of (4) and polynomial nature of (5) often 

mean that even a tiny decrease to word-length or inventory size can result in a decrease in the number of 

possible words by a factor of 2 or greater. Meanwhile, it is difficult to imagine a phonotactic restriction that 

decreases the number of possible words by the same amount. 

4  Conclusion 

This paper introduced a novel quantitative methodology for evaluating manual comparative 

reconstructions. This method is incumbent on the existence of a manual comparative reconstruction and, 

unlike previous quantitative methods, cannot give a result contradictory to the reconstruction. The primary 

goal for this framework is to reconcile traditional and quantitative methodologies and act as an objective and 

accessible platform for comparative reconstruction, thereby extending the scope of historical linguistics 

further into the past. 

This methodology can also be used to reason about comparative reconstruction more generally. A few 

theoretical corollaries of the framework have been presented in this paper. Namely, it has been shown that 

the likelihood that a reconstruction of equal size to the one proposed can be generated randomly, i.e. the 

likelihood the reconstruction is spurious, is related to some of the phonological properties of the daughter 

(descendent) language. This likelihood decreases exponentially as word-length increases and decreases 
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polynomially as segmental inventory increases. Additionally, active phonological processes and 

cooccurrence restrictions in the language that decrease the number of possible word-shapes – such as 

phonotactics, prosody, harmony, and neutralization – all serve to increase the likelihood that a reconstruction 

to that language is spurious.  
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